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For a planar detonation wave propagating in the plastic-bonded explosive PBX 9501, measurements
of the reaction zone display a classical ZND profile. Moreover, the reaction-zone width is substantially
less than the average size of an explosive grain. We show that the reaction zone is compatible with
realistic constitutive properties and an Arrhenius reaction rate based on the bulk temperature.
Thus, contrary to conventional wisdom, hot spots are not needed to propagate a detonation wave.
Conventional wisdom is based, in part, on shock desensitization experiments; the observation that
precompressing a PBX with a weak shock — which eliminates voids as nucleation sites for hot
spots — can quench a propagating detonation wave. By analyzing the temperature behind two
shocks compared to a single shock and the corresponding change of the induction time, we show
that a detonation wave sustained by the bulk reaction rate from shock heating is compatible with
shock desensitization. Shock desensitization depends on having a temperature sensitive rate, which
usually is associated with detonation wave instability. However, for PBX 9501 the temperature
variation in the reaction zone is small, and one-dimensional simulations show that this results in a
stable detonation wave. Furthermore, we show that two additional phenomena are compatible with
the perspective that bulk burn can sustain a planar detonation wave: failure diameter, which does
depend on the heterogeneous structure of a PBX; and PBXs with a lower HE content which display
an irregular detonation front.
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1 Introduction

Initiation of a plastic-bonded explosive (PBX) requires hot spots. In addition, experiments have
shown that a weak shock can desensitize a PBX and even quench a propagating detonation wave
[1]. Conventional wisdom explains desensitization as due to compressing out voids and eliminating
nucleation sites for hot spots. This appears to imply that hot spots are needed for propagation as well
as initiation of a detonation wave. However, this is incompatible with measurements of the reaction
zone profile described below.

Velocity interferometry techniques have reached the point that the reaction zone of a detonation
wave can be fully resolved. Several experiments have been performed on HMX (cyclo-tetramethylene-
tetranitramine) based PBXs [2, 3, 4]. We focus on PBX 9501, which consists by weight of 95% HMX,
2.5 % polyurethane binder and 2.5 % nitroplasticizer, pressed to within 1 to 2% of its theoretical
maximum density [see 5, pp. 109–119]. VISAR (Velocity Interferometry System for Any Reflector)
measurements of the reaction zone of a planar Chapman-Jouguet (CJ) detonation wave displays a
classical Zeldovich-von Neumann-Doering (ZND) profile; lead shock followed by smooth but rapid
decrease in particle velocity. Moreover, the reaction-zone width is a fraction of the average grain size.
In addition, PBX 9404 and EDC 37, which have similarly high HMX content but different binders,
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2 Detonation Waves in PBX 9501

have nearly the same reaction zone profiles [2]. This suggest that the detonation wave is sustained
by the bulk reaction from shock heating rather than hot spots. We show that the measured reaction
zone is indeed compatible with realistic constitutive properties for HMX and an Arrhenius rate based
on the bulk temperature.

The reaction zone analysis of a CJ detonation wave implies that eliminating hot-spot sites is
necessary but not sufficient to explain shock desensitization. The quenching of a detonation wave
as it propagates into a desensitized region can be viewed as an initiation problem. The bulk rate
behind a shock at the CJ pressure is not sufficient for prompt initiation (sub µs time scale). However,
the reaction zone of an impinging detonation wave provides a high pressure short duration pulse.
By analyzing the temperature change due to two shocks compared to a single shock, along with
the corresponding change of induction time, we show that a detonation wave sustained by the bulk
reaction rate due to shock heating is compatible with shock desensitization.

We begin in sec. 2 by reviewing realistic constitutive properties that describe HMX. These include
the equations of state (EOS) of the reactants and the products, and parameters for an Arrhenius
reaction rate. For a temperature sensitive rate, the specific heat of the reactants is critically impor-
tant. Since HMX is a large molecule (C4H8N8O8), it has many intra-molecular vibrational modes.
Consequently, the specific heat is temperature dependent.

To compare a model with VISAR data for the reaction zone, one has to account for the impedance
mismatch between the explosive and the VISAR window. Due to the nonlinearities of the problem,
one-dimensional reactive-hydro simulations are used. The numerics are described in sec. 3. The
simulated results for a planar CJ wave and comparison with experiments are presented in sec. 4.

Shock desensitization is discussed in sec. 5. A simulation is shown in which a detonation wave
is quenched when it propagates into precompressed PBX 9501. This verifies that desensitization is
compatible with a propagating detonation wave sustained by a bulk Arrhenius rate.

With a temperature sensitive rate, a propagating detonation wave is subject to a one-dimensional
instability resulting in a pulsation know as a “galloping” detonation wave [see for example 6,
chpt. 6A]. However, the effective temperature sensitivity is affected by the temperature variation
within the reaction zone. The equation of state for PBX 9501 is such that the temperature at the
von Neumann (VN) spike is only slightly less than the temperature at the CJ state. In this case,
simulations presented in sec. 6 show that the detonation wave is stable.

Finally in sec. 7 we discuss two additional aspects of propagating detonation waves: (i) The front
curvature of a detonation wave in a rate stick can lower the local detonation speed to the point at
which the bulk reaction rate is not sufficient to propagate the wave. This leads to a change in reaction
mode from bulk burn in the center, to hot spot dominated reaction at the edges. As a consequence,
the failure diameter, which results from a rarefaction propagating inward from the edges, does depend
on hot spots and hence the formulation of a PBX (grain distribution and binder). (ii) Similarly, other
PBXs with a lower HMX content have a lower detonation speed, and the bulk reaction rate is not
sufficient to propagate a detonation wave. Instead they have a reaction-zone width larger than the
average grain size and the reaction rate is dominated by hot spots.

2 Constitutive properties

Detonation wave simulations require an EOS for the reactants and the products of the explosive, and
a reaction model. At the high temperatures within the reaction zone, one decomposition mechanism is
likely to dominate, and a single-step reaction (reactants to products) with an Arrhenius reaction is a
reasonable model. Due to uncertainties in the available data, many constitutive models for PBX 9501
have been used. For just propagating a detonation wave, variations in the temperature from the
specific heat or the shock Hugoniot can compensate for variations in the Arrhenius parameters to
give a plausible reaction rate. Since we are interested in both the reaction zone for a propagating
detonation wave and quenching when the wave propagates into a precompressed explosive, accurate
constitutive properties are needed. Here the model we use is defined, along with the data on which
it is based.
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Figure 1. Unreacted Hugoniot for PBX 9501. Red and blue lines are from [5, §7.3, p. 116]; dashed
lines are error bars and gray region is domain of fit. Green curve is fit to isothermal data [7, 8]. Black
dotted line is CJ detonation speed (8.8 km/s). Diamonds are data points from [9] and stars are single
crystal HMX data from [10, p. 595].

2.1 EOS of reactants

Data for the unreacted PBX 9501 Hugoniot and several fits in the (up, us)–plane are shown in fig. 1.
The data up to up = 1.5 km/s (shock pressure of about 15 GPa) is compatible with several linear
up–us fits in the literature [see for example 5, §7.3, p. 116]. Extrapolation to detonation velocity
(D=8.8 km/s) gives a large difference for the particle velocity (2.8 to 3.9 km/s). This would have a
large effect on the von Neumann spike pressure and temperature, and hence the reaction zone profile.

An equation of state fit to HMX isothermal compression data up to pressure of 27 GPa [7, 8] is
compatible with Hugoniot data, including high pressure (40GPa) single crystal HMX data. This is
the basis for a complete EOS described in [11]. The pressure is of a Mie-Grüneisen type;

P (V, e) = Pref(V ) +
Γ(V )

V

h
e− eref(V )

i
,

with a Birch-Murnaghan form [see for example, 12] for the reference curve. This gives a slightly
curved us(up) relation which is a better overall fit to the Hugoniot data. By choosing the T = 0

isotherm (i.e., cold curve) for the reference, eref(V ) = −
R V

V0
dV Pref(V ).

The temperature is determined from the specific heat;

e− eref(V ) =

Z T

0
dT ′ CV (V, T ′) .

The specific heat is taken to be a function of a scaled temperature; CV (T, V ) = eCV (T/θ(V )).
Thermodynamic consistency requires that the Grüneisen coefficient is given by

Γ(V ) = −
d ln θ

d ln V
.
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Thus, θ(V ) plays a role analogous to a Debye temperature. The thermodynamic relation,

Γ

V
=

βKS

CP
,

is used to determine Γ(V0). Here β is the coefficient of volumetric expansion, KS is the isentropic
bulk modulus and CP is the specific heat at constant pressure.

2.1.1 Specific heat. For a molecular crystal, the specific heat is predominantly due to lattice
vibrations or phonons. The phonons can be split into two types; 3 acoustic modes and 3N−3 optical
modes, where N is the number of atoms per molecule. For HMX (C4N8O8H8), N = 28, and there
are 81 optical modes compared to 3 acoustic modes.

The acoustic modes can be described with a Debye model. Based on the sound speed, the Debye
temperature for HMX is θD ∼ 100K.1 Consequently, above room temperature the acoustic contri-
bution to the specific heat saturates at the classical limit of 3R/M , where R is the gas constant
[8.317 J/(mole K)], and M is the molecular weight. For HMX, M = 0.296 kg/mole, and the contribu-
tion to the specific heat from the acoustic modes is 0.084× 10−3 (MJ/kg)/K. At room temperature
the specific heat is about 1× 10−3 (MJ/kg)/K. Hence, the specific heat is dominated by the optical
modes.

The optical frequencies for HMX at room temperature and atmospheric pressure have been deter-
mined by infrared and Raman spectroscopy [14]. The specific heat, from the vibrational energy in
the quasi-harmonic approximation, is given by

CV (V, T ) =
R

M

X
i

x2
i exp(xi)

[exp(xi)− 1]2
,

where xi = θi(V )/T , and θi = hνi/k is the temperature associated with the frequency νi. We
note that the eight highest vibrational frequency (≈ 3000 cm−1 for C-H stretch) corresponds to
θmax = 4300 K. The temperatures associated with the other frequencies are less than 2200K. As a
consequence, at the CJ temperature of 3000K, the specific heat is near the classical limit2; CV =
(3N − 2)R/M = 2.3 × 10−3 (MJ/kg)/K. The limiting value is substantially larger than published
data for the specific heat [see 5, §5.3, p. 112] which extends only up to β–δ transition temperature;
CP = 1.57 × 10−3 (MJ/kg)/K at T = 450 K.3

Alternatively, the lattice vibrations and specific heat can be determined from either molecular
dynamics simulations [16, see figs. 2.20, 4.13 and sec. 4.4.1] or quantum chemistry calculations [14,
table 2 and fig. 2] and [15, tables 2 and 3]. The specific heat from these methods is shown in fig. 2.
We note that the temperature within the reaction zone is between 2000 and 3000 K. In this regime
CV ≈ 2.0 × 10−3 (MJ/kg)/K.

Measurements of the Raman spectrum in a diamond anvil cell show that the intra-molecular
vibrational frequencies increase with compression, [see 7, fig. 8a]. The Grüneisen coefficient is the
specific heat weighted average of the mode Grüneisen coefficients [see for example, 12]

Γ(V, T ) =
X

i

Γi

`
V

´ bC`
θi(V )/T

´
bC`

θi(V )/T
´ ,

1The Debye temperature is given by [see for example 13, sec. 3.3] θD = h
k

` 3Na
4π

´1/3` ρ
ZM

´1/3
c where

Z is the number of molecules per unit cell. With units for the sound speed c of km/s, density ρ of

g/cm3 and temperature of K, θD = 251.2
` ρ

ZM

´1/3
c. For β-HMX (space group P21/n), Z = 2.

2At high temperatures, the four NO2 groups become hindered rotors. This decreases the classical
limit of the specific heat by 2R/M [see 15, p. 191].
3Experimental measurements of specific heat are at atmospheric pressure. EOS models use specific
heat at constant volume. From the thermodynamic identity CP /CV = KS/KT , for HMX the specific
heat at constant pressure is about 5 % greater than at constant volume.
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Figure 2. Specific heat for β-HMX. Blue symbols are from Goddard et al. [16, fig. 4.13], and green
symbols from vibrational frequencies in Lyman et al. [15, tables 2 and 3]. Cp data (at atmospheric
pressure) limited to gray region. Red area is region of interest for reaction zone. Dashed line is the
classical limit.

where

Γi(V ) = −
d ln θi

d ln V
and bC(x) =

x2 exp(x)

[exp(x)− 1]2
.

Since the mode Γi decreases as the vibrational frequency increases, the Grüneisen coefficient is
in general a function of both V and T . However, the model EOS assumes that there is only one
temperature scale; i.e., CV is function of T/θ(V ) with the specific heat at ambient density, CV (T, V0),
fit to the calculations of Goddard et al. [16, fig. 4.13]. As a result of this simplification, the Grüneisen
coefficient for the model is a function of only V .

2.2 EOS of products

For the equation of state of the reaction products a SESAME table generated by Shaw [17] is used.
The products EOS is fit to data on overdriven detonations and release isentropes in PBX 9501
[18, 19]. Presently, there are no temperature data for the reaction products in the detonation regime.

The thermal part of the product EOS is based on the assumptions that the CJ temperature is
3000K and the specific heat is 0.5 cal/g (2.07 × 10−3 (MJ/kg)/K). We note that this value of CV

is higher than the value typically associated with gaseous products. However, in the reaction zone
regime, which is our main focus, the products are at high temperature and solid density. Therefore,
the specific heat has contributions from vibrational modes similar to that of a solid. As the products
expand, the specific heat would decrease because the translational and rotational degrees of freedom
of smaller product molecules have less energy than vibrational modes.

Since our focus is on bulk burning, pressure-temperature equilibrium is appropriate for a par-
tially burned mixture of reactants and products. This is in contrast to heterogeneous burning from
hot spots, which would result in deflagration fronts separating products from reactants at different
temperatures.
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Figure 3. Inverse reaction rate vs temperature. Temperature is plotted on inverse scale. Dashed
curve uses Arrhenius parameters in [5, §5.7, p. 113] (Ta = 26522 K, k = 5.0 × 1013 µs−1) and solid
curve based on [20] (Ta = 17922 K, k = 2.79 × 105 µs−1).

2.3 Reaction rate

We assume a first order Arrhenius rate

Rate(λ, T ) = (1− λ)k exp(−Ta/T ) .

where λ is the reaction progress variable, and T is the temperature. For PBX 9501 we use an
activation temperature Ta = 17900K and multiplier k = 2.8 × 105 µs−1 based on the “global rate”
of Henson et al. [20]. We note that the adiabatic induction time for an ideal explosive is given by

tadb =

»
T 2Cv

TaQ

–
exp(Ta/T )

k
,

where Q is the specific energy released by the reaction. The temperature in the ZND profile — based
on the EOS of PBX 9501 — varies from 2500K at the von Neumann spike to 3000K at the CJ state.

For HMX, Q ∼ 5MJ/kg, and the factor T2Cv
TaQ

∼ 10. The value of k has been adjusted to account

for the difference between a rate needed by the simulations and the “ignition time” used in [20]. Our
choice of k leads to an inverse reaction rate within the reaction zone of a few ns.

Another set of Arrhenius parameters, commonly used for simulations, is based on differential
scanning calorimetry experiments of Rogers [21]; see also [5, §5.7, p. 113]. The reaction rate for these
two sets of parameters is shown in fig. 3. The rates differ by several orders of magnitude.

We note that Rogers’ calorimetry experiments covered a narrow temperature range about the
melting temperature of HMX; from 544K to 558K [21, fig. 11]. Moreover, reaction occurred on a
time scale of about 30 seconds. The reaction zone time requires a very large extrapolation to the ns
time scale. Due to experimental uncertainty in the measured rate, over a small temperature interval
variations in Ta and k can compensate. In fact, both Henson’s and Rogers’ parameters are close to
compensation line for HMX derived by Brill et al. [22, fig. 1].

The rate in the reaction zone is an enormous extrapolation from the measured regime. Rogers’
rate would give a sub ps reaction time for a CJ detonation. Since the time for a detonation wave to
cross a unit cell in an HMX crystal is 0.1 ps (roughly 1 nm at 8.8 km/s = 8.8 nm/ps), Rogers’ rate
is unphysically large. In contrast, Henson’s rate is compatible with the 3 high pressure data points
for single crystal HMX; experiments by Craig reported in [1, p. 1065] and [23, p. 218].
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Figure 4. Particle velocity profile in the reaction zone of a steady CJ detonation wave; ζ = x−Dt
is spatial coordinate. Black curve is with EOS used in simulations. Blue and red curves are for EOS
with specific heat 15 and 25 % higher, respectively. Arrhenius rate parameter k has been adjusted
for case with higher CV such that the curves cross at a burn fraction of λ = 0.9, which corresponds
ζ ≈ −25 µm. Velocities at von Neumann and CJ states are 3.54 and 2.17 km/s, respectively.

2.4 Model reaction zone

The steady state reaction zone profile of a detonation wave in a high explosive (HE) is determined by
a system of ODEs together with the constitutive model. For PBX 9501 the particle velocity profile
for a CJ wave is shown in fig. 4. Three cases are plotted to indicate the sensitivity of the profile to
the specific heat. The rate has been adjusted with the specific heat such that the profiles cross at a
burn fraction of λ = 0.9. We note that the reaction-zone width at 90% burnt is about 25 µm, and
corresponds to a reaction time of 4.3 ns. Moreover, the reaction-zone width is less than the average
HMX grain size of 140 µm.

For a first order reaction, the profile has a long tail. The particle velocity at 90% burn fraction,
2.67 km/s, is significantly larger than at the CJ state, 2.17 km/s, due in part to the tangency condition
for the CJ state. This effect makes it difficult to determine the CJ state from the experimentally
measured reaction zone profile.

The temperature at the CJ state is 3000 K. The von Neumann spike temperature is 2580K for our
standard case, and 2320 and 2140 K with the specific heat scaled 15 and 25 % higher. We note that
the shape of the profile is convex with the higher VN spike temperature while the other two profiles
have an inflexion point. The convex case corresponds to a small temperature difference between the
CJ state and VN spike state. This point is relevant to wave stability and is discussed further in a
latter section.

3 Numerics

Accounting for non-linearities in the flow, equations of state, impedance match at interfaces and the
reaction source term requires numerical simulations. We use the Amrita system of Quirk [24, 25].
The simulations are one-dimensional and use a Lagrangian second order Godunov shock capturing
algorithm. In addition, adaptive mesh refinement is used to ensure that the reaction zone is fully
resolved. This is needed for efficiency when the detonation wave is propagated a large distance
compared to the reaction-zone width.
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The Lagrangian mesh enables material interfaces to be tracked. This is convenient for VISAR
simulations which include both the HE and window material. In addition, the VISAR measures the
velocity time history along a particle path. This corresponds to the time history of a Lagrangian cell.

The simulations are initialized with a steady ZND wave profile. A piston boundary condition is
applied with a piecewise linear velocity. A constant velocity is used for a supported wave, while a
decreasing velocity is used to mock up the Taylor wave behind an unsupported self-sustaining CJ
detonation wave.

3.1 Mesh refinement

The simulations use a coarse mesh with a grid spacing of ∆x = 2.5 µm. This is roughly 10 % of the
reaction zone width. At least 4 levels of refinement by a factor of 2 are used. An additional level of
refinement by a factor of 4 is applied at the lead shock front. This reduces the reaction within the
captured shock profile, typically, to a few tenths of per cent.

Several refinement criterion are used to ensure that the reaction zone is fully resolved:

(i) A minimum of two levels is used if 0.01 < λ < 0.99.
(ii) A level is refined if either the difference in velocity or pressure between adjacent cells is

greater than 2% of the steady state VN spike value.
(iii) There are two time constraints for numerical stability; the Courant-Friedrichs-Levy time step

for hyperbolic flow, ∆tCFL = ∆x/c, and the time step associated with integrating the reactive
source term, ∆tsource = 1/Rate. A level is refined if the ratio of ∆tsource to ∆tCFL is greater
than 1%. This is aimed at limiting the amount of burn in a cell per time step to less than 1%.

Typical, the simulations have greater than 60 cells within a half-reaction zone, i.e., 0 < λ < 0.5. The
code has been tested on a pulsating detonation wave case studied by Sharpe and Falle [26, fig. 3],
and found to be accurate.

3.2 Shock tracker

To evaluate detonation wave stability it is important to determine the time history of quantities
behind the lead shock front. The shock front is determined as follows. The mesh is scanned starting
from the ambient state ahead of the shock toward the reacting flow, and the quantity

∆e = e− [e0 + 1
2
(u− u0)2 + P0(V0 − V )]

is evaluated. From the shock jump conditions, ∆e = 0 on the Hugoniot locus. The first minimum in
|∆e| for u − u0 above a noise threshold is chosen as the shock front. Front quantities are averaged
over two adjacent cells. Typically, this corresponds to a small amount of reaction at the front; λ
a few tenths of per cent. Due to the discretization associated with shock capturing, there is some
unavoidable noise involved in picking out the shock front. The noise is of a high frequency and can
be filtered out by averaging front quantities over a few times.

4 Reaction zone profile

The wave profile experiments [2, 3] used a projectile from a gas gun to initiate a planar detona-
tion wave in PBX 9501. Two window materials were used for the VISAR; LiF (lithium fluoride)
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Figure 5. Impedance match for detonation wave in PBX 9501 with window. Green and blue curves
are Hugoniot loci for LiF and PMMA, respectively. Black and red curves are for reactants and
products, respectively. Gray is Rayleigh line corresponding to CJ detonation velocity. Labels VN
and CJ denote von Neumann spike and Chapman-Jouguet state, respectively. Open circles are match
from VN spike and solid circles are match from CJ state.

and PMMA (polymethylmethacrylate). We model these materials with a Hayes EOS [see 12, and
references therein] fit to a linear shock velocity – particle velocity relation for the principal Hugoniot1:

LiF [10, pp. 296–297], ρ0 = 2.639 g/cm3 and us = 5.15 km/s+1.35 up;
PMMA [10, pp. 446–451], ρ0 = 1.186 g/cm3 and us = 2.57 km/s+1.54 up.

LiF has a higher impedance than HMX, while PMMA has a lower impedance. Measurements with
different window materials provides a useful consistency check for interpreting the data.

Impedance matches from the VN spike and CJ state into the window are shown in fig. 5. These
provide a rough check on the simulations. In addition, consistency with the expected peak velocity
of the VISAR record provides a check on the EOS models and on the experimental resolution.

Interpreting the VISAR data requires understanding a few detail of the experimental setup [2].
To achieve adequate reflectivity of the laser beam, about 1 µm of aluminum is vapor deposited on
the VISAR window. To ensure that the aluminum layer remains intact when impacted by the lead
shock, an 8 µm thick sheet of Kapton is glued between the window and the PBX. The epoxy glue
is a few µm thick. The simulations do not include these thin layers. However, their main effect can
be accounted for by using as a probe point to compare with the VISAR a cell displaced from the
interface on the window side. (This ignores reverberations in the aluminum layer, which have a sub ns
period.) The velocity time history of cells 2.5, 10 and 25 µm from the interface are shown in fig. 6.
The effect is small — a few per cent decrease in the velocity — and comparable to the accuracy of
the VISAR.

The VISAR technique uses two laser beams with different fringe constants in order to determine
the velocity jump across the shock front. The resolution is best when the velocity jump corresponds
to an integral number of fringes. Gustavsen et al. [2, 3] estimated the VISAR time resolution at 1
to 3 ns. Because of the fringe constants used, the temporal resolution is better for with the PMMA

1Hugoniot data for PMMA shows a jog between 3 < up < 4 km/s. This is indicative of decomposition.
In addition, the reflected laser beam for the VISAR shows a decrease in intensity [see 3, fig. 2].
However, this occurs on a longer times scale than the few ns of the reaction zone. The decomposition
is a non-equilibrium effect which is neglected in the EOS.
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Figure 6. Effect of probe position on simulated VISAR profile. Red, blue and black curves are
velocity time histories 1, 4 and 10 (coarse grid) cells from the PBX/window interface (2.5, 10 and
25 µm).

Figure 7. Comparison with VISAR data from [2, 3]. Top figures are for PMMA window and bottom
are for LiF window. Left and right figures are on 25 and 200 ns time scale, respectively. Red and
blue curves are experiments and black are simulations. VISAR used two laser beams with different
fringe constants per experiment (red and blue). Experiments varied drive pressure for initiation and
the length of PBX sample.

window than for the LiF window. For comparison, the model ZND wave profile, fig. 4, has a reaction
time of about 4 ns.

Both the experimental and simulated VISAR data are shown in fig. 7. Though the VISAR record
extends for about 1 µs, only the first 10 ns are relevant to the reaction zone profile. The very sharp
rise of the leading edge of the profile indicates that over the VISAR laser beam the wave front is
nearly flat. The laser spot size is a few hundred microns or several grains in extent. Considering the
resolution, the model is compatible with the experiments using the PMMA window. For the lower
resolution with the LiF window, the peak or VN spike is significantly clipped.

Our assertion, that the VN spike is clipped, is based on a related experiment by Fedorov [4]. His
experiment used an explosive similar to PBX 9501. The explosive is initiated with a detonator. This
gives rise to a curved detonation wave. The effect of curvature is mitigated by using a large charge.
The velocity time history at a LiF window is measured using a Febry-Perot interferometry technique
with 1 ns time resolution. The measurement [4, fig. 2a] clearly displays a ZND reaction zone profile.
The VN peak is slightly lower and the temporal width is wider than the model profile, fig. 4. This is
compatible with a curved detonation front (or possibly slightly lower HMX weight fraction) having a
slightly lower detonation velocity. We also note that the shape of the experimental profile is convex.
This corresponds to the EOS with the higher VN spike temperature; black curve in fig. 4.
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Figure 8. Graphical representation of shock heating. Solid and dashed black curves are Hugoniot loci
from initial state and first shock at 10GPa. Green curve is isotherm through the initial state. Gray
region corresponds to energy from isentropic compression. Heating for double shock corresponds to
yellow regions, while single shock corresponds to yellow plus red regions.

5 Shock desensitization

Experiments have shown that a weak shock can desensitize a PBX to the point of quenching a
propagating detonation wave[1]. This appears to be at odds with an under driven or CJ detonation
wave sustained by the reaction rate from the bulk shock temperature. The key to reconciling these
properties is the dependence of the shock temperature on the initial density.

The jump in the specific internal energy across a shock is given by ∆e = 1
2
(P + P0)(V0 − V ).

In the (V, P )–plane, the energy change is the area of trapezoid. This can be split into the energy
from isentropic compression and shock heating. The temperature for isentropic compression is given
by Ts = T0 exp[Γ(V0 − V )/V0]. For PBX 9501, the temperature increases by about 170K at the
compression of the VN spike. The bulk of the temperature rise across a shock comes from shock
heating; ∆T = (dissipative energy)/Cv.

Solids are stiff materials. The bulk modulus of PBX 9501 is 9.4GPa at the initial state and increases
to 280 GPa at the von Neumann spike. Since the modulus is large, shocks up to the von Neumann
spike pressure are weak in terms of the entropy change. Consequently, the Hugoniot locus and the
isentrope are nearly the same. This enables a decomposition of the Hugoniot energy as follows.
The isentropic energy is approximately the area under the Hugoniot locus, while shock heating is
approximately the area between the Rayleigh line and the Hugoniot locus. The effect of a single
shock compared to a double shock is illustrated in fig. 8. Because of the convexity of the Hugoniot
locus, the dissipative energy is much larger for a single shock than for a double shock. The geometric
interpretation implies that this is a generic property of shocks.

As an example we consider the precompression from a 2GPa shock. The quantitative effect on
temperature is shown in fig. 9. In addition, the CJ and VN pressures are marked. It is noteworthy
that the double shock temperature is significantly lower than a single shock to the same pressure.

The temperature variation greatly affects the reaction rate. Important quantities at the CJ state
and VN spike are listed in table 1. We note that the detonation speed in the precompressed PBX
is slightly higher since the chemical energy density is higher. But the temperature is lower because
shock heating is lowered by the precompression. Due to the temperature sensitivity, the reaction rate
changes by a factor 3. Consequently, the reaction zone width is larger in the precompressed than in
the pristine PBX.

Of importance for understanding shock desensitization are the impedance matches from the CJ
state and VN spike of the propagating detonation wave into the precompressed PBX. These are
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Figure 9. Shock temperature for PBX 9501. Red curve is shock locus from the initial state. Blue
curve is locus from precompressed state of a 2GPa shock. Dashed line denote the pressure at the CJ
state and VN spike.

Table 1. End states of detonation wave in ambient

and precompressed PBX 9501.

(2 GPa)
ambient compressed

ρ0 1.83 2.03 g/cm3

us 8.8 9.4 km/s

VN spike

ρ 3.07 3.19 g/cm3

P 56.9 67.7 GPa
T 2580. 2230. K

Rate−1 3.7 11.2 ns

CJ state

ρ 2.43 2.67 g/cm3

P 34.8 45.2 GPa
T 3000. 2640. K

listed in table 2. Two observations are critical to shock desensitization. First, the impedance match
from the CJ state gives rise to a relatively low temperature, 1100K, in the precompressed PBX.
Consequently, the induction time for reaction is very long. This is consistent with experiment by
Campbell and Travis [1, p. 1062] in which a detonation wave in PBX 9404 (approximately the same
CJ pressure as for PBX 9501) did not initiate a large 13mm single crystal of HMX. Second, even
the impedance match from the higher pressure of the VN spike results in the precompressed PBX
having a temperature several hundred degrees lower than the temperature behind the incident VN
spike state. Consequently, the reaction time in the precompressed material is significantly larger than
that within the reaction zone of the incident detonation wave.

The impact of a detonation wave on the precompressed PBX can be viewed as an initiation problem
with a high pressure short duration pulse, i.e., from pressure profile in the reaction zone of incident
detonation wave. Since the pulse is shorter than that of the reaction zone of the precompressed PBX,
one can expect the following sequence of events:
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Table 2. Results in precompressed PBX 9501

following impedance matches from states of

ambient detonation wave.

VN spike CJ state

P 64.2 35.0 GPa
T 2100. 1100. K

Rate−1 18.5 41500. ns

Figure 10. Evolution of detonation wave into PBX precompressed by 2GPa shock. On top are
spatial profiles at t = 0, 4, 8, 15, 30 ns. Bottom plots are Lagrangian time histories at x = 0, 5, 10,
20, 50, 125 µm.

(i) Impedance match with VN spike lowers the temperature and hence the reaction rate behind
the lead shock.

(ii) Without sufficient support from reaction, lead shock decays. Hence, the temperature and
reaction rate further decrease.

(iii) The feedback continues until the limiting case is reached corresponding to the impedance
match from CJ state of detonation wave into precompressed PBX.

Moreover, the transient over which the detonation wave quenches occurs on a fast time scale because
of the sensitive dependence of the rate on the temperature. The transient time scale is on the order
of the reaction time within the steady reaction zone.

Simulations of a detonation wave impinging on precompressed PBX bear out this sequence of
events. The time evolution of the wave are shown in fig. 10. The decay of the lead shock is clearly
seen in the spatial profile. The Lagrangian time histories show the induction time for the reaction
increasing as the lead shock decays. At the end of the simulation, the lead wave in the precompressed
PBX is approaching the result of the impedance match from the CJ state of the incident detonation
wave.

On the sub µs time scale of the simulation, the detonation wave appears to fail. If the simulation
were continued, the temperature behind the lead shock would re-initiate the detonation wave after
a long induction time. In other words, the solution would be a galloping detonation wave; pulsating
with a long period. Physically, however, with hot products adjacent to reactants, heat conduction
would result in a transition to a deflagration wave. At CJ pressure, the deflagration velocity is
∼ 1 km/s [27]. Thus, even when a detonation wave fails on the µs time scale of a desensitization
experiment, the HE would burn on a ms time scale. Therefore, one would not expect to recover any
unburnt HE, except for the edges of a charge that were quenched by strong rarefactions from the
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side boundaries.

The coefficient of thermal diffusion for HMX is κ ∼ 1µm2/µs. For a propagating detonation wave,

the reaction time is ∆t ∼ 4 ns, and thermal diffusion has a small spatial extent of (κ∆t)1/2 ∼ 0.06 µm.
This is much less than the reaction-zone width of ∼ 25 µm. Hence, thermal diffusion would have a
negligible effect on the profile of a steady detonation wave. It is not included in the simulations.

We remark that engineering simulations typically use burn models with pressure dependent reac-
tion rates. Burn models are intended to account for subgrid effects that are not resolved. Pressure
dependent rate models can only account for shock desensitization with a switch on the reaction
rate. The switch is sometimes based on the pressure of the lead shock. Heuristically, this mocks
up the effect on the reaction rate due to changes in the hot-spot distribution. Qualitatively, these
models can describe shock desensitization. However, for PBX 9501 the underlying physics is not
correct, and when applied to shock desensitization would be quantitatively inaccurate. We also note
that mesoscale initiation simulations, in which hot spots are fully resolved, need to use a chemical
reaction rate. Chemical rates, such as used here, are typically temperature dependent.

6 Stability

An Arrhenius rate with a high activation temperature is very temperature sensitive. This played a
critical role in the analysis of shock desensitization in the previous section. Temperature sensitive
rates are also associated with detonation wave instabilities. In one dimension, the instability is
manifest as a pulsation or galloping detonation [see for example 6, chpt. 6A]. In addition to activation
temperature, the effective temperature sensitivity depends on the variation of the temperature within
the reaction zone.

For a steady detonation wave, the reaction zone temperature T (λ) depends only on the equation
of state, i.e., it is independent of the rate. The temperature variation depends largely on the CJ state
temperature of the products and the VN spike temperature of the reactants. In contrast to model
explosives with an ideal gas EOS, for which stability has been extensively analyzed, with separate
equations of state for the reactants and products, the CJ and VN temperatures are independent.
For our PBX 9501 model, the specific heat of the reactants is scaled in order to vary the VN spike
temperature. With the standard model, the VN spike temperature is only slightly lower than the CJ
state temperature. Increasing the specific heat lowers the VN spike temperature and increases the
temperature variation within the reaction zone.

To show the effect on detonation wave stability, simulations are run in which a detonation wave
is propagated over a large distance (3.5mm) compared to the half reaction-zone width (9.7 µm)
of a steady wave. The simulations used a piston boundary condition. A piston velocity set at the
CJ particle velocity is used for a supported detonation, while a decreasing piston velocity is used
for an unsupported detonation. In applications, CJ detonation waves are self-sustaining. Thus, the
unsupported boundary condition is more realistic.

A good measure of detonation stability is the pressure at the lead shock front. The results of the
simulations are shown in fig. 11. There is a marked effect with the temperature variation in the reac-
tion zone. With a small temperature variation the detonation wave is stable. For a large temperature
variation, the detonation wave appears to fail, though the supported wave would reinitiate after an
induction time. At the end of the simulation, the wave profile for this case is similar to that of the
quenched detonation wave in the previous section. The intermediate temperature variation shows
an oscillation and corresponds to a galloping detonation wave. On the low amplitude side of the
oscillation, the end of the reaction zone is subsonic with respect to the front. Thus, if the oscilation
grow sufficiently large, one would expect the unsupported wave to fail.

The simulations only describe a homogeneous explosive. Physically, when bulk burn is not sufficient
to support a stable detonation, hot spots in a PBX would become important for propagating the
detonation wave. A similar effect occurs for gaseous detonations. A two-dimensional instability is
manifest by transverse waves propagating within the reaction zone. Hot spots result from the collision
of the transverse waves. Analogous to the desensitization experiments in the previous section, the
gaseous hot spots can be suppressed by absorbing the transverse waves along the side boundaries.
Experiments [28] have shown that, for some gaseous explosives, suppressing the transverse waves can
quench a propagating detonation wave.
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A. Supported

B. Unsupported

Figure 11. Time history of shock pressure for CJ detonation wave: A. supported; B. unsupported.
Black curve is with EOS used in simulations of VISAR experiment. Blue and red curves are for EOS
with specific heat scaled 15 and 25 % higher.

For PBX 9501, two other points are worth noting. (i) In addition to affect on stability, the specific
heat of the reactants also affects the shape of the reaction zone profile. For the model EOS, the stable
velocity profile is convex, black curve in fig. 4, and corresponds to the shape of the profile measured by
Fedorov [4, fig. 2a]. (ii) The shape of the detonation front is measured in rate stick experiments used
to determine the curvature effect — D(κ) relation needed for the detonation-shock-dynamics model.
For PBX 9501, the detonation front is very smooth Hill [29]. This indicates that the detonation wave
is stable, even in three-dimensions. Multi-dimensional stability simulations of PBX 9501 have not
yet been performed.

7 Discussion

For PBX 9501 we have shown that the planar reaction zone profile, shock desensitization and detona-
tion stability are all compatible with a reaction rate based on the bulk temperature. This perspective
is consistent with other experiments. Two related phenomena merit further discussion: (i) Failure
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Figure 12. Inverse reaction rate behind lead shock as function of shock speed. Circle marks planar
CJ detonation speed.

diameter which does depend on heterogeneities in a PBX. (ii) PBXs with lower HMX content which
display irregular detonation fronts. Both effects are due to a change in burn mode; from bulk burn
to hot spot dominated burn as described below.

7.1 Failure diameter

The curvature of a detonation front lowers the detonation speed. This in turn lowers the temperature
behind the lead shock of the reaction zone, and hence the bulk reaction rate. For PBX 9501, the
reaction time (inverse rate) as a function of detonation speed is shown in fig. 12. Due to the Arrhenius
rate, the reaction time varies exponentially with the detonation speed. A ten per cent decrease in the
detonation speed increases the time by a factor of 10. This would increase the reaction zone width
to be greater than the average HMX grain size of 140 µm. One would expect that hot spots occur on
the length scale of heterogeneities set by the grain size. Moreover, if the reaction-zone width from
bulk burning exceeds the hot-spot length scale, then burning would be dominated by the hot spots.

For a steady detonation wave propagating in a rate stick, the front curvature increases from
the center to the edges. Typically, for a heterogeneous explosive, the detonation speed at the failure
diameter is about 10 % less than the planar detonation speed [30]. This suggests that as the diameter
of a rate stick decreases, there will be a change in reaction mode; from homogeneous or bulk reaction
at the center to heterogeneous or hot spot dominated burn along the edges. As a consequence, the
failure diameter, which results from a rarefaction propagating inward from the edges, does depend
on hot spots and hence the formulation of a PBX (grain distribution and binder).

The hypothesis of a change in burn mode could be tested by measuring the variation of the reaction
zone profile across the diameter of a rate stick near the failure diameter of the explosive. The recent
development of line VISARs makes such an experiment feasible. However, to observe the change in
reaction mode, one would need 1 ns temporal resolution and subgrain spacial resolution, say 20 or
30 µm, with a spatial extent of several grains, say 1mm.

Other researchers have proposed a change in reaction mechanism; see for example, Dremin and
Shvedov [31], Klimenko [32]. The change in burn mode was motivated by experiments with granular
explosives in which pores are filled with different gases or liquids. It is observed that the reaction
time becomes independent of the fill at roughly half of the CJ pressure; 15GPa for RDX (cyclo-
trimethylene-trinitramine) which is similar to HMX. This led to the hypothesis that a change in
reaction mechanism is triggered by pressure.
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Granular explosives are similar to PBXs with low HE content. As described in the next subsection,
the reaction zone for this type of explosive is dominated by hot spots. Consequently, the change in
the dependence of reaction time at half the CJ pressure must be due to a change in the dissipative
mechanism for generating hot spots; for example, from pore collapse with viscous heating to micro-
jetting within the pore. In contrast, the hypothesis here is that homogeneous reaction from the bulk
shock temperature dominates when it results in a reaction-zone length less than the scale of the
heterogeneities.

7.2 Low HMX content PBX

The chemical energy density of a PBX is proportional to its HE content. As a consequence, the
detonation speed decreases as the the weight per cent of binder increases. This affects the temperature
behind the lead shock and hence the reaction rate. As with the curvature effect, there is a change
in reaction mode when the detonation speed is sufficiently lowered. Thus, the HE content in a PBX
can have a qualitative effect on the reaction zone of a detonation wave.

This effect is illustrated by experiments of Plaksin et al. [33]. They used a PBX with an HMX
mass fraction of 80%. The measured detonation speed of 8.0 km/s is similar to that of PBX 9501
at its failure diameter. The observed detonation front had an irregular structure indicative of a hot
spot dominated reaction zone. This is in contrast to PBX 9501 with an HMX mass fraction of 95 %,
which has a smooth detonation front sustained by the reaction from the bulk temperature.

Experiments of Loboiko and Lubyatinsky [34], Lubyatinsky and Loboiko [35] are also noteworthy.
They observed different reaction zone structures for different PBXs with a wide range of HE content.
However, for very high HE content, with only 5 ns resolution, the VN spike is not observed. In effect,
the VN spike is seen on spatially averaged profile of pressed PBXs when hot spot dominated reaction
zone width is sufficiently long to be resolved. This points out the need for at least 1 ns temporal
resolution for reaction zone experiments. Furthermore, in order to interpret the results for hot spot
dominated reaction zones one needs to be cognizant of the spatial averaging of the measurement
compared to the length scale of the hot spots.

7.3 Final remarks

Simulations require constitutive properties as input. Some results, such as the stability of a detonation
wave, are sensitive to material parameters. EOS data in the reaction zone regime is very limited.

In particular, for PBX 9501, there is no data on the temperature of the products near the CJ state.
The reactant Hugoniot at the VN state is an extrapolation from low pressure data. We note that fig. 5
shows the reactant Hugoniot crosses the detonation locus at about 90 GPa. Though unexpected this
does not violate any physical principal. It may indicate that HMX decomposes under pressure. Or
it may be an inaccuracy resulting from the assumed fitting form of the reactant EOS. In addition,
the reaction rate is based on measurements at temperatures well below the estimated 3000K CJ
temperature.

The conclusion that bulk burn dominates the reaction for a planar detonation wave is consistent
with data on the reaction zone profile. It is also compatible with data on a range of other detonation
phenomena.
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